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» Power: A first class design constraint in Extreme scale systems
» 10-20PFLOPS with about 10MW electricity in today’s top supercomputers
» Practical range of power budget : 20 - 30MW
» About 50x improvement in power-efficiency towards Extreme-scale systems

» Needs paradigm shift to power-constraint adaptive system design

» Key challenges

1. Framework to maximize application performance under a given power
constraint

2. Power aware job scheduling to maximize total system throughput and to
minimize under-utilized power budget

3. Power-performance simulation and analysis framework
4. Standardized API for power monitoring and control
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Paradigm Shift to Power Constrained Systems

Power-Constrained Adaptive System

power

A

Power constraint

NW

under-utilized
power budget
i v

Mem

CPU

.
Max load app. A app.B Max load app.A app.B
conventional Extreme-scale

N ﬁpiw

( Allows peak power to exceed the
constraint (HW over-provisioning)

~

» Controls power-knobs to make effective

power below the constraint

» Improves performance by allocating
\_ Ppower budget to each component

Power-Perf. Optimization Framework

» helps optimize performance within

a power constraint

» Integrated framework of compiler,
profiler, and runtime tools
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Example: Optimizing CPU-Memory Power Allocation

» Evaluation on an Intel Xeon E5-2620 system

» RAPL for power-cap control
» naive-1: allocate power with same ratio as TDP
» naive-2: power model based on effective power

4 Fine tuning based on N
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Power budget and Ewvaluated Programs
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Job Scheduling with Power Allocation

Power aware Job Scheduling Standardized AP
» When, which and where job should » Need easy to use, machine/host
be executed to optimize total job independent, eternally available
throughput under power constraint API for HPC eco-system
» Dynamically allocate power-cap to » Recent effort in SNL
each job based on it's priority » Community wide discussion is
overview of the scheduler | Jobn |nd|spensable
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