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BIG DATA? 1 



Business 

Engineering 

BIG	  DATA	  



Data Intensive (DI) 

¨  Depends on the 
perspective 
¤ Processor, memory, 

application, storage? 
¨  An application can be 

data intensive without 
(necessarily) being I/O 
intensive 

Data Driven (DD) 

¨  Operations are driven and defined by 
data 
¤  BIG analytics 

n  Top-down query (well-defined operations) 
n  Bottom up discovery (unpredictable time-to-

result) 
¤  BIG data processing 
¤  Predictive modeling  

¨  Usage model further differentiates these 
¤  Single App, users 
¤  Large number, sharing, historical/temporal 

“Data intensive” vs “Data Driven” 

Very few large-scale applications of practical importance are NOT Data Intensive 

In Extreme Scale Science domain, we typically focus on “Transactional” thinking 



Time to Compute à Time to Insights 

Data Mining, Analytics and Actionable Insights? 1 
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A Poem 

 
As we know,  

There are known knowns.  
There are things we know we know.  

 

The Unknown 

•  High Humidity results in outbreak of Meningitis  
•  Customers switch carriers when contract is over 

Conventional Wisdom 

•  Nuclear Reaction happens under these conditions 
•  Did combustion occur at the expected parameter values 
•  I think this location contains a black hole 

Validate Hypothesis 
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The Unknown 
As we know,  

There are known knowns.  
There are things we know we know.  

We also know  
There are known unknowns.  

That is to say  
We know there are some things  

We do not know.  
 

•  Will this hurricane strike the Atlantic coast? 
•  What is the likelihood of this patient to develop 

cancer  
•  Will this customer buy a new smart phone? 

Top-Down Discovery - We 
know the question to ask 

(A) 
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The Unknown 
As we know,  

There are known knowns.  
There are things we know we know.  

We also know  
There are known unknowns.  

That is to say  
We know there are some things  

We do not know.  
But there are also unknown unknowns,  

The ones we don't know  
We don't know.  

 

•  Wow! I found a new galaxy? 
•  Switch C fails when switch A fails followed by switch 

B failing 
•  On Thursday people buy beer and diaper together. 
•  The ratio K/P > X is an indicator of onset of 

diabetes. 

Bottom up Discovery - We 
don’t know the question to 

ask 
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Who Knew?  
The Unknown 
As we know,  

There are known knowns.  
There are things we know we know.  

We also know  
There are known unknowns.  

That is to say  
We know there are some things  

We do not know.  
But there are also unknown unknowns,  

The ones we don't know  
We don't know.  

 
—Feb. 12, 2002, Department of Defense news briefing by  

Donald Rumsfeld 



Historical 
data 

Learning 
Models 

Trigger/
questions Predict 

(A) 

Data 
Management 

Data 
Reduction, 

Query 

Data 
Visualization 

Data Sharing 

Transactional: 
Data 

Generation 

Historical: 
Data 

Processing, 
transformation, 
approximation 

Data Mining, 
analytics, 

unsupervised 
learning 

Discovery, 
Insights,  

 Feedback 

Instruments, sensors supercomputers 

Knowledge Discovery Life-Cycle: Transactional to 
Relationships – Current to Historical 



From multi-dimensional data analytics to 
relationship mining 

Anomaly time series at each node 

Correlation between 
two anomaly time series Stat. significant  

correlations 

Edge weights: significant correlations  

Climate Network 

Nodes in the graph: grid points on the globe 

Climate Data 

SLP 
SST 

VWS 

Multivariate Networks 

Extreme 
Phase 

Normal 
Phase 

Multiphase Networks 
CMIP3 à CMIP5 =>  Climate BIG DATA : 10s of TBs to 10s of PBs  



MATERIAL SCIENCE: A 
“DATA DRIVEN 
DISCOVERY” WORTH 
A THOUSAND 
SIMULATIONS? 

A different way of thinking: Extreme Computing 
+ Big data analytics => Accelerating Discovery 12 

Transactional: 
Data 

Generation 

Historical: 
Data 

Processing, 
transformation, 
approximation 

Data Mining, 
analytics, 
machine 
learning 

Discovery, 
Insights,  

 Feedback 



Discovery of stable compounds 
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Ranking – Approximation is good enough 
for ranking J (closing the loop) 

† indicates a model prediction 
associated with a known stable 
ternary compound that had was 
absent from DFT thermodynamic 
database; the prediction 
is thus confirmed, but no crystal 
structure search was necessary. 



Structure-Property Optimization – Try 
optimization for 10^3 dimensions 

L 

J 



Accelerating Time to Insights 

Time consumed 
Optimum found 

*



Extreme Computing + Big data : Not a 
single dimensional challenge 

Big Data : 
Challenges 

Velocity 

Variety 

Volume 

Analytics 
Algorithms 

Visualization 
Scalability 

and 
Performance 

Storage and 
I/O 

Power and 
Energy 

Efficiency 

Data 
Management 

Software 



An instrument and a discovery engine 

…Millions of cores 
Each core can be a data processor/analyst 

Extreme scale system can be a discovery engine 

NO other type of sensor can claim this capability!  
 

Millions of cores 

Each core is like a sensor 

Each core generates data based on a model 



q Climate, Astronomy, Biology, Earth science 
q Advanced data structure to break the inherent 

sequential data access order of DBSCAN 
q Scalable DBSCAN identifies the clusters without 

sacrificing the quality of the solution 
q Strong scaling on astrophysics datasets 

BDEC: Can we do this type of analytics in-
situ? 

Identifying arbitrary shaped structures using 
astrophysics data (http://arxiv.org/abs/1203.3695) 

 Scalable DBSCAN+  FOF Unwanted	  
sharp	  edge	  

Over-‐linking	  
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(a) Synthetic-cluster-extended dataset
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(b) Synthetic-random-extended dataset
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(c) Millennium-run-simulation dataset
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(d) Millennium-run-simulation dataset

Figure 6. Speedup of PDSDBSCAN-D on Hopper at NERSC, a CRAY XE6
distributed memory computer, on three different categories of datasets.
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(a) Local comp. vs. Merging on mm
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(b) Synthetic-cluster-extended dataset
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(c) Synthetic-random-extended dataset
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(d) Millennium-run-simulation dataset

Figure 7. (a) Trade-off between local computation and merging w.r.t the
number of processors on mm, a millennium-run-simulation dataset. (b)-(d)
Time taken by the preprocessing step, gather-neighbors, compared to the total
time taken by PDSDBSCAN-D using 64, 128, 256, and 512 processors.

synthetic-cluster-extended and millennium-simulation-run (db,
mb, md) datasets are significantly higher than the synthetic-
random-extended dataset. However, on the dataset mm in
millennium-simulation-run (Figure 6(d)), we get a speedup of
5,765 using 8,192 process cores.

Figure 7(a) shows the trade-off between the local compu-
tation and the merging stage by comparing them with the
total time (local computation time + merging time) in percent.
We use mm, the millennium-run-simulation dataset for this
purpose and continue up to 16,384 processors to understand
the behavior clearly. As can be seen, the communication time
increases (the computation time decreases) with the number
of processors. When using larger than 10,000 processors,
communication time starts dominating the computation time
and therefore, the speedup starts decreasing. For example, we
achieved a speedup of 5,765 using 8,192 process cores whereas

the speedup is 5,124 using 16,384 process cores. We observe
similar behaviors for other datasets.

Figure 7(b), 7(c), and 7(d) show a comparison of time
taken by the gather-neighbors preprocessing step over the
total time taken by PDSDBSCAN-D in percent on all datasets
using 64, 128, 256, and 512 processors. As can be seen,
the gather-neighbors step adds an overhead of maximum
0.59% (minimum 0.10% and average 0.27%) of total time on
synthetic-cluster-extended datasets. Similar results are found
on millennium-simulation-run datasets (maximum 4.82%,
minimum 0.21%, and average 1.25%). However, these num-
bers are relatively higher (maximum 9.82%, minimum 1.01%,
and average 3.76%) for synthetic-random-extended datasets as
the points are uniformly distributed in the space and therefore
the number of points gathered in each processor is higher
compared to the other two test sets. It is also to be noted
that these values increase with the number of processors and
also with the eps parameter as the overlapping region among
the processors is proportional to the number of processors. We
observe that on 64 processors the memory space taken by the
remote points in each processor is on average 0.68 times, 1.57
times, and 1.02 times on synthetic-cluster-extended, synthetic-
cluster-extended, and millennium-simulation-run datasets, re-
spectively, compared to the memory space taken by the local
points. These values changes to 1.27 times, 2.94 times, and
3.18 times, respectively on 512 processors. However, with this
scheme the local-computation stage in PDSDBSCAN-D can
perform the clustering without any communication overhead
similar to PDSDBSCAN-S. The alternative would be to perform
communication for each point to obtain its remote neighbors.

VI. CONCLUSION AND FUTURE WORK
In this study we have revisited the well-known density based

clustering algorithm, DBSCAN. This algorithm is known to
be challenging to parallelize as the computation involves an
inherent data access order. We present a new parallel DBSCAN
(PDSDBSCAN) algorithm based on the disjoint-set data struc-
ture. The use of this data structure works as a mechanism
for increasing concurrency, which again leads to scalable
performance. The algorithm uses a bottom-up approach to
construct the clusters as a collection of hierarchical trees. This
approach achieves a better-balanced work-load distribution.
PDSDBSCAN is implemented using both OpenMP and MPI.
Our experimental results conducted on a shared memory
computer show scalable performance, achieving speedups up
to a factor of 30.3 when using 40 cores on data sets contain-
ing several hundred million high-dimensional points. Similar
scalability results have been obtained on a distributed-memory
machine with a speedup of 5,765 using 8,192 process cores.
Our experiments also show that PDSDBSCAN significantly
outperforms existing parallel DBSCAN algorithms. We intend
to conduct further studies to provide more extensive results
on much larger number of cores with datasets from different
scientific domains. Finally, we note that our algorithm also
seems to be suitable for other parallel architectures, such as
GPU and heterogenous architectures.



Right Computing infrastructure? What characteristics do 
typical analytics functions have?  

 
Parameter† 

Benchmark of Applications 

SPECINT SPECFP MediaBench TPC-H MineBench 

Data References 0.81 0.55 0.56 0.48 1.10 

Bus Accesses  0.030 0.034 0.002 0.010 0.037 

Instruction Decodes 1.17 1.02 1.28 1.08 0.78 

Resource Related Stalls 0.66 1.04 0.14 0.69 0.43 

CPI 1.43 1.66 1.16 1.36 1.54 

ALU Instructions 0.25 0.29 0.27 0.30 0.31 

L1 Misses 0.023 0.008 0.010 0.029 0.016 

L2 Misses 0.003 0.003 0.0004 0.002 0.006 

Branches 0.13 0.03 0.16 0.11 0.14 

Branch Mispredictions 0.009 0.0008 0.016 0.0006 0.006 
† The numbers shown here for the parameters are values per instruction 



Data Analytics/Mining applications: Do 
they have different characteristics? 
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SPEC FP MediaBench TPC-H SPEC INT 

Clear Implications on architecture, modes, memory hierarchy and other components 
Identify similarities and design for co-existence 



Develop scalable versions – Pay attention to I/O : 
Particularly reads 
●  Parallel hierarchical clustering 

–  Speedup of 18,000 on 16k processors 

–  I/O significant at large scale 
 



Good News: Approximation is a TOP Option in 
analytics => Power aware data analytics 
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Power-aware analytics 
●  Reduced bit fixed-point 

representations 

●  Pearson correlation 
–  2.5-3.5 times faster 

–  50-70% less energy 

●  K-means 

–  ~44% less energy with an 
error of only 0.03% using 
12-bit representation 

 

Energy Consumption 
Correlations 

Speedup Correlation 



Extreme Computing + Big Data Analytics = 
BDEC Knowledge Discovery Engine 

24 
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Approximate Computations 

Local Persistent Storage 

Read Performance Write Performance 

Comm Latency tolerance 

Comm patterns variability 

Power Optimization Opportunities 

Algorithmic Variety 

Extreme-Scale Computing Big Data Analytics BDEC Knowledge Discovery Engine 
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