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In previous BDEC meetings we described two concepts “The Big Data Ogres” [1] and “The HPC-ABDS 

Software Stack” [2] that here we bring together and extend to provide an approach to the convergence of 

Big Data and HPC (simulations). Our approach [3] suggests a hardware architecture described later and it 

is built around an application analysis (the Ogres) and software model (HPC-ABDS). We now describe 

these two building blocks. 

 

Converge Applications: The Big Data Ogres [4,5] built on a collection of 51 big data uses gathered by 

the NIST Public Working Group where 26 properties were gathered for each application. This 

information was combined with other studies including the Berkeley dwarfs [6], the NAS parallel 

benchmarks [7,8] and the Computational Giants of the NRC Massive Data Analysis Report [9]. This led 

to a set of 50 features divided into four views that could be used to categorize and distinguish between 

applications. The four views are Problem Architecture (Macro pattern); Execution Features (Micro 

patterns); Data Source and Style; and finally the Processing View or runtime features. 

 

We generalized [3] this approach to integrate Big Data and Simulation applications into a single 

classification that we called convergence diamonds with the total facets growing to 64 in number and split 

between the same 4 views. A key idea was to separate for any application, data and model components 

which were merged together in the original Ogres. In Big Data problems, naturally the data size is large 

and this normal focus of work in this area. However, a model is essential to interpret data and this is of 

course the concern of the rapid advances in machine learning. Note the size of model can be much smaller 

than the data as in algorithms like clustering and dimension reduction. However, in applications like deep 

learning and topic modelling, the model can be huge. Parallelism has to be considered carefully both for 

data and model [10] and this leads to a new convergence programming paradigm. Turning to 

simulations where HPC has been most extensively explored, we again find that applications contain both 

data and model but typically it is now the model that is always large. For example, if one is solving 

particle dynamics or partial differential equations, then the model is the large numerical representation, 

while the data can be relatively small as in boundary conditions. On the other hand, there are examples 

like data assimilation for climate forecasting and data visualizations produced by simulations, where the 

data can be quite large. 

 

We suggest that as long as one carefully compares apples with apples (e.g. big data model component 

with simulation model component), one can find many points of similarity between big data and 

simulations and see how one can support both with a common architecture that is separate in the handling 

of the different data and model components but NOT separated by the application type: Big Data and 

Simulation. These convergence diamonds are particularly useful in classifying benchmarks and we are 

pursuing this to design a “complete” (over the 64 facets) set of benchmarks which interestingly will link 

simulation and big data benchmark collections. 
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Software convergence builds on the HPC-ABDS High Performance Computing enhanced Apache Big 

Data Software Stack [2, 11], which arranges key HPC and ABDS software together in 21 layers showing 

where HPC and ABDS overlap. It for example, introduces a communication layer to allow ABDS runtime 

like Hadoop Storm Spark and Flink to use the richest high performance capabilities shared with MPI 

Generally it proposes how to use HPC and ABDS software together. Note that Apache is the largest but 

not only source of open source software.  

  

The essential idea of our Big Data HPC convergence for software is to make use of ABDS software 

where possible as it offers richness in functionality, a compelling open-source community sustainability 

model and typically attractive user interfaces. Although ABDS has a good reputation for scaling, it often 

does not give good performance. To address this, we suggest augmenting ABDS with HPC ideas and we 

have illustrated this with Hadoop [12, 13], Storm (and its successor Heron) [14] Yarn/Mesos [15] and the 

basic Java environment [16]. We suggest using the resultant HPC-ABDS for both big data and big 

simulation applications. As one example we recommend using HPC enhanced MapReduce (Hadoop, 

Spark, Flink) for parallel programming for both simulations and the model (data analytics) of big data. .A 

byproduct of these studies is that classic HPC clusters make excellent data analytics engine.  

 

Language Convergence requires one to understand how to make Java run as fast as C++ (Fortran) for 

computing and communication; the old Java Grande concept. It is surprising that so much Big Data work 

in industry uses the Java virtual machine but basic high performance Java methodology and tools are still 

incomplete. For example, Java OpenMP (threads) and OpenMPI (processes) need work [16]. The 

convergence Language Grande should support Python, Java (Scala), and C/C++ (Fortran) 

 

Summarizing we recommend 

distinguishing data and model 

components but not to distinguish Big 

Data and Big Simulation applications 

-- each of which has data and model 

components. Our arguments suggest a 

system architecture sketched in 

figure, that supports the two 

components in any application: data 

management on the left side and 

model computation on the right. We 

recommend using HPC-ABDS 

software with basic principle of using 

the best practice ABDS software in BOTH components but adding where needed (as it nearly always is) 

HPC enhancements to improve performance. 
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